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Q. 1.Build a ANN model from scratch for predicting best housing selling prices in Boston using three features (i.e. “RM: average number of rooms per dwelling; LSTAT: percentage of population considered lower status: PTRATIO: pupil-teacher ratio by town”) of Boston dataset (Use Sklearn Dataset) by using Stochastic Gradient Descent algorithm for the loss functions: ((a) Mean Square Error (b) Huber Loss (c) Squared Epsilon Hinge Loss

(i) Plot comparative loss curve for at least 500 epochs.

(ii) Print comparison of Boston housing selling prices among above mentioned loss functions using bar chart plot and which loss function is providing better housing selling prices among others.

(iii) Implement above ANN model with Keras Library and verify the above results.

Q. 2. Build a ANN model from to recognize breast cancer from Breast Dataset (Use Sklearn Dataset). Use Stochastic gradient descent algorithm to learn model with parameters for α = 0.01 and random parameters of the parameters of the ANN model for loss functions (a) Binary cross entropy (b) Dice Loss

(i) Plot comparative loss curve for at least 200 epochs.

(ii) Print confusion matrix, calculate classification metrics such as precision, recall, f1-score and accuracy and ROUC curve for each loss function.

(iii) Repeat part (ii) to (iii) using Adam gradient descent algorithm

(iv) Implement above ANN model with Keras Library and verify the above results.

Q.3. Build a ANN model from scratch to recognize diabetes-from pima-indians-diabetes-database (i.e. <https://github.com/duonghuuphuc/keras/tree/master/dataset> ). Use Stochastic gradient descent algorithm to learn model with parameters for α = 0.01 and random parameters of the ANN model for loss functions (a) Binary cross entropy (b) Dice Loss

(i) Visualize input dataset and Plot comparative loss curve for at least 200 epochs.

(ii) Print confusion matrix, calculate classification metrics such as precision, recall, f1-score and accuracy and ROUC curve for each loss function.

(iii) Repeat part (i) to (ii) using Adam gradient descent algorithm

(iv) Implement above ANN model with Keras Library and verify the above results.

Q. 4. Build a ANN model from scratch to recognize Iris**-setosa, Iris -virginica and Iris-versicolor** from the Iris Dataset ((Use Sklearn Dataset) which contains four features (length and width of sepals and petals) of 50 samples of three species of Iris (Iris setosa, Iris virginica and Iris versicolor. For implementation, use Stochastic gradient descent algorithm to learn model with parameters for α = 0.01 and random parameters of the ANN model for the Softmax loss function

(i)Visualize data by boxplot of Sepal Length & Sepal width and Petal Length and width for three IRIS species.

(ii) Plot comparative loss curve for at least 200 epochs.

(iii) Print confusion matrix, calculate classification metrics such as precision, recall, f1-score and accuracy and ROUC curve

(iv) Visualize classified data by Scatter plot

(v) Print confusion matrix, calculate classification metrics such as precision, recall, f1-score and accuracy and ROUC curve for each loss function.

(vi) Repeat part (ii) to (v) using Adam gradient descent algorithm

(vii) Implement above ANN model with Keras Library and verify the above results.

Q. 5. Build a ANN model from scratch to recognize human emotion using Facial emotionrecognition dataset (FER2013) (<https://github.com/gitshanks/fer2013>). For implementation, use Stochastic gradient descent algorithm to learn model with parameters for α = 0.01 and random parameters of the ANN model for the Softmax loss function

(i)Visualize Facial emotion recognition dataset (FER2013.

(ii) Plot comparative loss curve for at least 200 epochs.

(iii)Print confusion matrix, calculate classification metrics such as precision, recall, f1-score and accuracy and ROUC curve

(iv) Repeat part (ii) to (iii) using Adam gradient descent algorithm

(v) Implement above ANN model with Keras Library and verify the above results.